**One label is all you need: Interpretable AI-enhanced histopathology for oncology**
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**ABSTRACT**

Artificial Intelligence (AI)-enhanced histopathology presents unprecedented opportunities to benefit oncology through interpretable methods that require only one overall label per hematoxylin and eosin (H&E) slide with no tissue-level annotations. We present a structured review of these methods organized by their degree of verifiability and by commonly recurring application areas in oncological characterization. First, we discuss morphological markers (tumor presence/absence, metastases, subtypes, grades) in which AI-identified regions of interest (ROIs) within whole slide images (WSIs) verifiably overlap with pathologist-identified ROIs. Second, we discuss molecular markers (gene expression, molecular subtyping) that are not verified via H&E but rather based on overlap with positive regions on adjacent tissue. Third, we discuss genetic markers (mutations, mutational burden, microsatellite instability, chromosomal instability) that current technologies cannot verify if AI methods spatially resolve specific genetic alterations. Fourth, we discuss the direct prediction of survival to which AI-identified histopathological features quantitatively correlate but are nonetheless not mechanistically verifiable. Finally, we discuss in detail several opportunities and challenges for these one-label-per-slide methods within oncology. Opportunities include reducing the cost of research and clinical care, reducing the workload of clinicians, personalized medicine, and unlocking the full potential of histopathology through new imaging-based biomarkers. Current challenges include explainability and interpretability, validation via adjacent tissue sections, reproducibility, data availability, computational needs, data requirements, domain adaptability, external validation, dataset imbalances, and finally commercialization and clinical potential. Ultimately, the relative ease and minimum upfront cost with which relevant data can be collected in addition to the plethora of available AI methods for outcome-driven analysis will surmount these current limitations and achieve the innumerable opportunities associated with AI-driven histopathology for the benefit of oncology.
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**INTRODUCTION**

Histopathology plays a central role in the characterization of biological tissues and is thus a cornerstone of the clinical oncology workflow. Increasingly, whole-slide imaging (WSI) of tissues, along with fast networks data transfer and inexpensive storage, have made it possible to curate large databases of digitized tissue sections [1]. Furthermore, rapid advances in artificial intelligence (AI) methods have enabled scientists to develop automated histopathological analysis methods on WSI, ranging from primitives such as nuclei detection [2] and mitosis detection [3] to more advanced applications such as tumor grading [4]. By and large, these developments provide substantial evidence and great optimism for the future of deep learning as an essential tool for histopathological analyses of WSIs in clinical and biomedical fields.

Despite achieving remarkable success in solving various challenges in histopathological analyses [1, 5], AI methods’ full potential has been hindered by the perpetual need for painstakingly annotated nuclei, cells, and tissue structures [6-10]. Several recent review articles highlight this specific challenge and limitation for AI methods in histopathology, whether it be for purported clinical utility [11], algorithm improvement [12], or clinical validation [13]. Another recent review article found that across a broad range of histopathological applications, 106/127 studies required some degree of pixel-level annotations for the development of AI methods. Annotations are a limiting factor for the development of AI methods in histopathology.

The driving force behind this phenomenon lies in the nature of the development of cutting-edge AI methods in general computer vision applications. Such methods rely on the abundance of large, annotated datasets. For example, recent viral generative AI models for images such as Dall-E 2 and Midjourney rely on datasets with over one hundred million images. Unfortunately, the advantage of large, annotated datasets does not extend seamlessly to computational pathology, as generating annotations on WSIs demands the expertise of skilled pathologists. By comparison, annotating general-purpose images can be accomplished via unskilled crowdsourcing. Even given pathologists’ expertise, their clinical duties often take precedence over research, making it difficult to fully leverage their knowledge for creating annotations. Moreover, this process is laborious and subject to significant variability between different pathologists [1, 14-16]. This is compounded by the fact that the number of pathologists is staggeringly low, around 14 per million worldwide, 65 per million in the USA, and fewer than three per million in Africa [17]. Adding to the complexity, the nature of medical image datasets is different from that of general-purpose datasets. WSIs, specifically, are incredibly rich in detail and can have gigapixel resolutions, presenting unique challenges that traditional machine learning and deep learning methodologies struggle to handle [1]. As a result, conventional AI methods often prove impractical in the context of histopathological analyses. Annotations are a barrier to the development of AI methods in computational histopathology.

However, the landscape is evolving, and there is a paradigm shift towards annotation-less methods in recent high-profile publications [18-20]. Rather than relying on annotations for specific structures like nuclei [21], cells [14], or tissues [22], these methods only require *one label* for an entire WSI, a label that describes a WSI overall, such as malignant/benign. The one-label-per-slide paradigm is known as weak labeling. It simply assumes that only a portion of a WSI corresponds to the weak label. For instance, a WSI might be weakly labeled as cancerous, but only a portion of it contains cancer cells.

This weak labeling approach offers several significant advantages. First, weak labels are more accessible, cost-effective, and considerably less labor-intensive compared to generating strong labels through annotations. Additionally, they minimize the variability between different pathologists since tissue-level labels are no longer necessary. Furthermore, weak labeling opens doors to modeling patient-level data, even when annotations are not feasible. Various crucial signals, such as node status, receptor statuses, tumor mutational burden, chromosomal instability, microsatellite instability, and survival, can be derived directly from the tissue of interest [12]. This is because these signals are derived directly from the tissue of interest, whether from another histological stain or molecular assays.

This paradigm shift toward annotation-less methodologies is a game-changer for the medical and research community, revolutionizing the way they approach histopathological analyses. By harnessing the power of weak labels to overcome the limitations of traditional approaches, the field of computational pathology is poised for exciting advancements and transformative discoveries that can have a profound impact on cancer diagnosis and treatment.

AI methods make use of weak labels via an AI paradigm known as multiple instance learning (MIL) [23]. Weak labels are assigned to collections (called bags) rather than individual examples (called instances), as in conventional AI methods. Classification by MIL methods is then performed at the bag level and not the single instance level. The underlying assumption is that each bag with a specific label shares instances with bags of every other label but also possesses instances unique to itself. For our purposes, the “bags” are the WSIs with weak labels. The “instances” are the unannotated, small image crops sampled from WSIs, although alternative adaptations exist [24, 25]. These concepts are depicted in an example in Figure 1.

|  |
| --- |
|  |
| Figure 1. Example of MIL and weak labeling. Normal WSIs (top row) contain only normal instances (green image crops), and thus we assume that each instance derived from that WSI is implicitly normal. The resulting bag consists of normal instances and is weakly labeled as “normal” for MIL. Tumor WSIs (bottom row) contain both tumor (red image crops) and normal instances, and thus we assume that some instances are implicitly tumor and some are implicitly normal. The resulting bag consists of tumor and normal instances and is weakly labeled as “tumor” for MIL. The green and red annotations are merely for illustration purposes. MIL frameworks do not have access to them. |

Weakly supervised MIL (WS-MIL) presents unprecedented opportunities to enhance oncology through methods that require only patient-level clinical data (i.e., weak labels – one label per WSI) and respective H&E WSIs. To support this area of research, we present a summary of various applications of WS-MIL methods to weakly labeled H&E WSIs with no annotations. We divide these methods first based on their degree of verifiability and then by commonly recurring application areas. Following that, we discuss several opportunities for WS-MIL methods, including lowering the cost of research and clinical care, reducing clinician workload, personalized medicine, and unlocking their potential in the discovery of novel imaging-based biomarkers. Finally, we discuss challenges for WS-MIL methods, including explainability, interpretability, technical validation, reproducibility, data availability, computational needs, data requirements, domain adaptability, external validation, dataset imbalances, and commercialization.

We hold the belief that the adoption of WS-MIL methods, in general, will play a transformational role in bringing computational pathology and the clinical needs of oncology. Through the utilization of these advanced methodologies mentioned, pathology data, its analysis, and interpretation will become readily accessible, facilitating a seamless integration of expertise between pathologists and oncologists. With WS-MIL, pathology data will be efficiently processed and made available for swift analysis and interpretation. This accessibility will empower oncologists to leverage the rich insights provided by WS-MIL driven analyses in their decision-making. Pathologists' expertise in identifying and characterizing cancerous tissues will be bolstered by WS-MIL’s ability to recognize subtle patterns and anomalies, thus enriching the diagnostic process. Oncologists, armed with comprehensive pathology information and AI-generated insights, will be better equipped to make accurate treatment decisions, tailored to the specific needs of each patient. The integration of WS-MIL into pathology and oncology practices holds the promise of elevating patient care. By bridging the gap between these fields, we envision a future where interdisciplinary collaboration becomes the norm, ultimately leading to enhanced diagnostic accuracy, improved treatment outcomes, and, most importantly, better lives for patients battling cancer.

**RELATED WORK**

Several reviews have addressed AI methods in cancer histopathology from various perspectives. One early example is a review by Bera et al. [26]. They organize research articles by broad application areas – namely prognostic and diagnostic applications – and based on the AI methods themselves – namely how a modern textbook might categorize AI methods in computer vision. They also focus on the distinction between hand-crafted and automatically learned features. The opportunities and challenges presented by Bera et al. do overlap with some of the same points raised by the current review. For opportunities, Bera et al. mentions enhancing treatment decisions, reducing genomic tests, and biomarker discovery. For challenges, Bera et al. mention interpretability, validation, and clinical potential. These are discussed in the current review but mainly from the perspective of WS-MIL. Likewise, we offer many more discussion points as well as how WS-MIL uniquely relates to them.

A review by Echle et al. [12] focuses on different AI application areas in histopathology, all of which overlap with the current review. These include tumor detection, subtyping, and grading (which they refer to as “basic” applications”) as well as mutation prediction, treatment response prediction, and survival prediction (which they refer to as “advanced applications”). They also divide research articles by their clinical readiness – internal validation, external validation, and finally FDA approval – and primarily focus on clinical implementation. In comparison, the current review presents more application areas (gene expression, molecular subtyping) and more granular divisions of tumor detection and mutation prediction. Moreover, the current review focuses on WS-MIL and the opportunities and challenges it uniquely presents, though some of the research articles Echle et al. cite happen to use such methods. Finally, the current review stratifies WS-MIL methods by the ability of researchers and pathologists to visually validate and verify them.

The more recent review by Kleppe et al. [27] focuses primarily on study design and external validation. They discuss how current applications of AI methods to medicine tend to lack robust study design and those that do rarely validate on external cohorts. The current review does discuss these concepts as pervasive issues as

they related to WS-MIL, namely the subsections on reproducibility and homogeneity of data, but for readers

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1. Studies cited in this review organized by organ/system in rows and application areas (columns). | | | | | | | | | | | | | | |
|  | Morphological markers | | | | Molecular markers | | | Genetic markers | | | | | Clinical outcomes | |
| Tumor presence | Metastases | Subtyping | Grading | Gene expression | Molecular subtyping | Gene signatures | Mutations | Mutational burden | MSI | CIN | HRD | Survival | Treatment response |
| Adenoid |  |  |  |  | [28] |  |  |  |  |  |  |  |  |  |
| Adrenal | [29] | [19] |  |  | [29] |  |  | [29] |  |  |  |  |  |  |
| Bile duct |  |  |  |  | [28] |  |  |  |  |  |  |  |  |  |
| Bladder | [29] | [19, 30] |  |  | [28, 29] |  |  | [29] |  |  |  |  | [29, 31-34] |  |
| Brain |  | [19] | [35-37] |  | [28, 29] |  |  | [29, 37, 38] |  |  |  |  | [29, 32, 33, 39, 40] |  |
| Blood |  | [19] | [41] |  | [28] | [41] |  |  |  |  |  |  |  |  |
| Bone |  |  |  |  | [29] |  |  |  |  |  |  |  |  |  |
| Breast | [29, 42] | [4, 18, 42-61] | [58, 62-64] |  | [28, 29, 65, 66] | [62, 67-70] | [68] | [29, 38, 65, 68] |  |  | [71] | [68] | [29, 31-34] | [72] |
| Cervical | [29] | [19] |  |  | [28, 29] |  |  | [29, 68] |  |  |  |  | [29] |  |
| Colorectal | [29, 73, 74] | [19, 75-78] |  | [73] | [28, 29] | [68] | [68] | [29, 38, 68, 79, 80] | [68, 80] | [78, 80-82] | [80] | [81] | [31, 34, 40, 83] |  |
| Endometrial |  | [19] | [84] |  |  |  |  | [38, 85] |  |  |  |  |  |  |
| Esophageal | [29] | [19] | [59] |  | [28, 29] |  |  | [29] |  |  |  |  | [29] |  |
| Gastric | [29, 42] |  |  | [84] | [29] | [68] | [68] | [68] | [68] | [68] |  | [68] | [29, 31, 34] |  |
| Germ cell |  | [19] |  |  |  |  |  |  |  |  |  |  |  |  |
| Head/neck | [29] | [19] |  |  | [28, 29] | [86] |  | [29, 68] |  |  |  |  | [31, 34] |  |
| Kidney | [29] | [19] | [18, 43, 50] | [44, 52, 55, 59, 62-64, 87-89] | [28, 29, 90, 91] |  |  | [29, 68] |  |  |  |  | [29, 31, 34, 92] |  |
| Liver | [93] | [19] |  |  | [28, 29] |  |  | [29, 68, 94] |  |  |  |  | [34, 92, 95] |  |
| Lung | [29, 42, 96, 97] | [19] | [18, 36, 43, 46-48, 50, 52, 54, 57, 59, 61-64, 84, 98-100] |  | [28, 29] | [68] | [68] | [29, 38, 68, 98] |  |  |  | [68] | [31-34, 39, 83, 92] |  |
| Mesothelium | [29] |  |  |  | [28, 29] |  |  | [29] |  |  |  |  | [101] |  |
| Neuroendo |  |  |  |  | [28] |  |  |  |  |  |  |  |  |  |
| Ovarian | [29] | [19] |  |  | [28, 29] |  |  | [29] |  |  |  |  | [29, 31] |  |
| Pancreas |  | [19] |  |  | [28] |  |  | [68] |  |  |  |  | [34] |  |
| Prostate | [4, 29] | [19] |  | [15, 102, 103] | [28, 29] |  |  | [29, 68] |  |  |  |  |  |  |
| Skin | [4, 29] | [19] |  |  | [28, 29] |  |  | [29, 68] |  |  |  |  | [29, 34] |  |
| Testicular | [29] |  |  |  | [28, 29] |  |  | [29] |  |  |  |  |  |  |
| Thyroid | [29, 104] | [19] |  |  | [28, 29] |  |  | [29] |  |  |  |  |  |  |
| Uterine | [29] |  |  |  | [28, 29] |  |  | [29] |  |  |  |  | [29, 32-34] |  |

interested in a more in-depth dive into these issues, we refer them to the review by Kleppe et al. [27]. Similarly, a review by Cifci et at al. [105] discusses AI methods to predict genetic alterations, discussed in-depth in the current review. However, the current review focuses primarily on WSI-MIL and offers a unique perspective on the verification of WS-MIL methods to predict genetic alterations. For readers interested in a deeper dive into applications to genetic alterations, we refer them to Cifci et al. [105].

Finally, a recent review by Shmatko et al. [106] discusses some of the same concepts as in the current review. For example, they cite examples of various studies that have developed models for tumor detection, subtyping, grading, survival, treatment response, risk scores, molecular markers, gene expression, and genetic alterations (MSI specifically). Some of the studies they cite when discussing these concepts also overlap with the studies cited in the current review. However, when discussing these application areas, they also cite studies that do not apply WS nor MIL. No distinction is drawn. Still, Shmatko et al. do have a subsection of their “Methodological innovations” section that discusses WS and MIL. This is a small portion of their review, and they reference only five articles related to MIL while only superficially summarizing them. The current review has 91 WS-MIL articles and goes into more detail for many studies. Beyond that, the current review structures these application areas in a unique manner. Namely, how WS-MIL methods are or are not verifiable in the sense that pathologists can point to exact regions that correspond to an overall slide-level label (i.e., morphological or molecular markers) but sometimes cannot (genetic markers or survival). Finally, the challenges and opportunities presented in the current review article are unique to WS-MIL, whereas the review article by Shmatko et al. is general to computational pathology within oncology. We want to bring focus to WS-MIL, as the vast majority of studies still rely on annotations when they are simply not necessary. WS-MIL has general applicability and is relatively easy to apply to many problems within computational pathology.

**METHODS**

Current AI methods that model patient-level clinical data from H&E WSIs can be characterized in terms of their interpretability and explainability. Interpretability refers to the ability of a model to localize ROIs in a WSI that drive its overall prediction. For example, a model may predict that a given WSI has a tumor. If the same model localizes an ROI that drives that overall prediction, it can be said to be interpretable. Explainability refers to whether those ROIs can be explained by humans. For example, consider the previous model. If a pathologist can meaningfully interpret the ROI as correlated to tumor presence, then that model is said to be explainable. Both characteristics ultimately impact clinical viability. These characteristics form a basis for *visual verification and validation*. We demonstrate that WS-MIL applications to H&E WSIs exist on a continuum in terms of the degree to which they can be visually validated or verified (see Figure 2). It is worth noting that WS-MIL is simply a general approach from which many specific methods are derived. For the sake of brevity, specific methods are not discussed and instead referred to as simply “WS-MIL.” Additionally, the terms “method” and “model” are used interchangeably but refer to the same concept – a deep learning algorithm. For interested readers, all referenced WS-MIL methods are organized by application in Table 1.

|  |
| --- |
|  |
| Figure 2. Variably verifiable categories of WS-MIL model targets – morphological, molecular, and genetic markers – and specific application areas. WSIs are first split into instances (small image crops). Then, features are extracted from each instance individually. Such features are either automatically learned by the WS-MIL model during training or alternatively pre-determined using a feature extraction model trained on a different dataset. This results in a set of features for each instance (instance features). Such features may or may not be interpretable by humans but nonetheless can be utilized by a WS-MIL model. Finally, WS-MIL processes all instance features to yield a WSI-level output. |

**Morphological markers: verifiable WS-MIL with pathologist ROIs**

The main characteristics of these methods are that 1) they attempt to predict something about tissue morphology and 2) they are relatively easy to verify, as a pathologist can point to a region of interest driving the overall weak label while WS-MIL methods can highlight which regions of the WSI drive its overall decision. Thus, if the pathologist and WS-MIL ROIs overlap, one can verify that the model attends to the correct regions of the WSI. Figure 3 depicts this verification process. Common application areas within this category include cancer presence or absence, subtyping, grading, and site of origin prediction. Automation of such tasks is relevant, as they can be laborious and time-consuming for pathologists, may allow for triaging or selection of slides that may or may not contain tumors (thus reducing pathologist workload), and may serve as a second opinion (thus reducing errors). Any derived benefits for pathologists would ultimately benefit oncology.

|  |
| --- |
|  |
| Figure 3. Morphological markers verification – pathologists can point to an ROI driving the weak label while MIL can highlight which regions of the image drive its overall prediction. Tumor presence is given as an example. |

For cancer presence or absence, the task is to predict if a WSI contains a tumor. This also includes the prediction of metastasis presence or absence, as metastases are also tumors. The preliminary work to tackle this task using WS-MIL was done by Courtiol et al. in 2018 [48]. They applied their WS-MIL method to a commonly utilized dataset, Camelyon16 [16], which consists of sentinel lymph nodes that are either present or absent in breast cancer metastases. They demonstrated that WS-MIL could achieve a high area-under-the-curve (AUC) and that their model attends specifically to pathologist-annotated metastases (rather than arbitrary tissue regions). This was notable at the time, as previous methods had relied on tediously annotated tissue ROIs [16]. Several studies have since followed suit, increasingly applying WS-MIL to Camelyon16 and observing the qualitative and quantitative overlap between model-attended instances and pathologists’ annotations [4, 18, 42-47, 50-61, 107]. Other studies have examined lymph node metastasis on the smaller MSKCC breast cancer dataset [49] and in-house datasets of many thousands of WSIs [75] or a few hundred for colorectal cancer [77]. The main limitation of these methods (and perceptively deduced by Courtiol et al.) is that metastases are highly localized and restricted to a small area within the WSI. Thus, it is difficult to develop a method that can accurately identify tumor *instances* (as in Figure 1) when they may only constitute <0.001% of the total tissue area. In other words, the signal of metastasis is weak and thus hard to detect. It is therefore interesting when one study sought to predict metastases from primary tumors [78] from multiple sites-of-origin and another study solely for the bladder [30], completely circumventing this problem of small tumors.

This is contrasted with more generalized cancer presence or absence tasks in which the diseased tissue is larger and more diffuse. Campanella et al. are often cited as the first study to apply WS-MIL to this task [4]. In addition to Camelyon16, they applied their method to three large sets of WSIs including an in-house prostate cancer dataset (n=12,132), an external prostate cancer dataset (n=12,727), and a skin cancer basal cell carcinoma dataset (n=9,962). Their results showed that WS-MIL on large datasets outperforms strong supervision on small datasets. This was significant, as previous studies relied on pathologists’ annotations of tumor regions in small WSI datasets (with the obvious exception of earlier work by Courtiol et al.). Several studies have similarly applied WS-MIL for tumor presence or absence classification in WSIs and likewise have observed the qualitative and quantitative overlap between model-attended instances (by the MIL model) and pathologists’ annotations [42, 76, 82, 93, 96, 103, 104, 107, 108] in breast, lung, stomach, colorectal, thyroid, liver, cervical, and prostate cancers. One study in particular by Fu et al. trained a model across 42 tissue types, achieving AUCs above 0.95) for all tissue types [29].

Like the cancer presence or absence task, subtyping tends to involve cancers in which the diseased tissue is larger and more diffuse. Courtiol et al. [48] were the first to apply WS-MIL to subtype cancer using WSIs – specifically, subtyping non-small-cell lung cancer (NSCLC) into lung adenocarcinoma (LUAD) and squamous cell carcinoma (LUSC) using WSIs available from The Cancer Genome Atlas (TCGA) [109] – and drew similar conclusions and implications from their work with Camelyon16. Not surprisingly, the standard set by Courtiol et al. has endured through several subsequent studies subtyping NSCLC into LUAD and LUSC using TCGA [18, 43, 46, 47, 50, 52, 54, 57, 59, 62-64, 96, 98, 99, 107] as well as augmenting the dataset with multi-institutional WSIs [97]. Wang et al. added a subtype for small-cell lung cancer (SCLC) [100] using an in-house dataset, while Zheng et al. added a category for cancer-free tissue [84]. An earlier study by Hou et al. also looked at NSCLC but using an earlier version of TCGA [36]. Beyond lung cancer, other subtyping tasks have also been studied using WS-MIL, most popularly renal-cell carcinoma subtyping into papillary (PRCC), chromophobe (CRCC), and clear cell (CCRCC) [18, 43, 50, 52, 55, 59, 62-64]. Several studies have also applied WS-MIL to subtype breast cancer into invasive ductal carcinoma (IDC) and invasive lobular carcinoma (ILC) [58, 62-64]. Many additional one-off studies have applied WS-MIL to various cancer subtyping problems. Hashimoto et al. subtyped lymphomas into diffuse large B-cell (DLBCL) and non-DLBCL [41]. Specifically, they lumped germinal center B-cell (GCB) and non-GCB into DLBCL and angioimmunoblastic T-cell (AITL), Hodgkin’s mixed cellularity (HLMC), and Hodgkin’s nodular (HLNS) into non-DLBCL. Lu et al. subtyped gliomas into glioblastoma (GBM) oligodendroglioma (O), and astrocytoma (A) while ignoring oligoastrocytoma (OA) [35] as did Hou et al. [36]. Li et al. also examined the subtyping of various primary tumors, including five glioma subtypes – diffusive astrocytoma (DA), anaplastic astrocytoma (AA), O, and anaplastic oligodendroglioma (AO) – and six meningioma subtypes (fibrous, meningothelial, transitional, angiomatous, atypical, and anaplastic) [37]. The aforementioned study by Zheng et al. additionally examined the computational efficiency for various WS-MIL approaches through the subtyping of 6 types of gastric pathology – including low-grade intraepithelial neoplasia (LGIN), high-grade intraepithelial neoplasia (HGIN), adenocarcinoma (A), mucinous adenocarcinoma (MA), Signet-ring cell carcinoma (SRCC), and normal tissue – and subtyping 5 types of endometrial pathology – including well/moderately/low-differentiated endometrioid adenocarcinoma, (WDEA/MDEA/LDEA), serous endometrial, intraepithelial carcinoma (SEIC), and cancer-free tissue [84]. In a similar fashion to the original Courtiol et al. study, Zhu et al. applied WS-MIL to classify esophageal cancer WSIs from TCGA into two subtypes – adenocarcinoma and squamous cell carcinoma [59].

Finally, WS-MIL has been applied to grading – most popularly, Gleason grading [110]. Bulten et al. [15] removed the need for manual annotations by utilizing two pre-trained models to 1) delineate a rough tumor outline and 2) remove epithelial tissue from WSIs. Then, all tissue regions were labeled with the pathologist’s reported Gleason pattern. During the training of their model, only “pure” biopsies were included (i.e., 3+3, 4+4, 5+5). They showed that despite this weak labeling strategy, their method was able to accurately score Gleason grades *outside* the original domain (i.e., 3+4, 4+3, etc.) and had a high consensus with experts. Subsequent studies have also applied WS-MIL for Gleason grading [88, 102, 103, 111], grading dysplasia of various cancers (i.e. normal, low-grade, high-grade, cancer) [73, 74], grading of colorectal cancer (i.e. low-grade and high-grade) [82], and Fuhrman grading of CCRCC [89].

**Molecular markers: WS-MIL verifiable with adjacent tissue**

The main characteristics of these methods are that 1) they attempt to predict something about molecular markers of cancer and 2) they are relatively difficult to verify, as a pathologist cannot point to a region of interest driving the overall weak label. While WS-MIL can still highlight which regions of the image drive its overall decision, physical methods are required to verify whether these ROIs (such as adjacent IHC, immunofluorescence, or digital spatial profiling) correspond to the overall weak label. Thus, if positive regions of adjacent tissue and WS-MIL ROIs overlap, one can verify that the model attends to the correct regions of the WSI. Figure 4 depicts this verification process. Common application areas within this category include gene expression and molecular subtyping. Such tasks are of interest, as H&E is relatively ubiquitous, inexpensive, and takes less time than molecular assays.

|  |
| --- |
|  |
| Figure 4. Molecular markers verification – pathologists cannot point to an ROI driving the overall weak label, but physical methods (such as adjacent IHC) can help verify whether these ROIs correspond to ROIs highlighted by WS-MIL. HER2 scoring is given as an example. Such H&E features identified by WS-MIL tend to be beyond human comprehension. |

For gene expression prediction, the primary task is to *regress* gene expression values directly from H&E WSIs. These values are obtained either via RNA-seq or via microarray. The seminal study that tackled this task using WS-MIL was Schmauch et al. in 2020 [28]. Their model predicted RNA-seq-derived expression from H&E with a significant correlation for 28% of genes and 33% of protein-coding genes. Gene enrichment analysis also revealed that their model could accurately predict dysregulated pathways. Moreover, they were able to apply their model to resolve genes from H&E spatially. More significantly, they verified spatially-resolved CD3 and CD20 on an external dataset of adjacent H&E and IHC WSIs *and* spatially-resolved epithelium-associated genes on an external dataset of H&E WSIs annotated for epithelium by pathologists. A study of a similar scale by Fu et al. predicted gene expression for a wide range of cancer types across 17256 genes and achieved a correlation above 0.25 for 42% of genes [29], though histological subtypes and grades achieved similar distributions of correlation values across all genes. Weitz et al. [66] similarly showed a significant correlation between RNA-seq-derived expression and model-predicted gene expression for approximately ~89% of genes on internal and external testing sets of H&E WSIs. Spatially-resolved predictions (as determined from GeoMX data) were significant for 24% of genes. Freyre et al. spatially resolved Kim-1 protein and mRNA models using H&E and qualitatively confirmed findings using adjacent in-situ hybridization [90]. Finally, Alsaafin et al. were able to accurately predict RNA-seq values from H&E WSIs in such a manner that the WSI representations could be used for downstream tasks such as subtyping and retrieval [91].

Unlike regressing gene expression directly, in molecular subtyping, the aim is to *classify* WSIs based on the presence, absence, or degree of a particular molecular marker. Such molecular markers may include over/under-expressed receptors, abnormal methylation patterns, or specific cell populations. For example, automated HER2 scoring based on IHC is one of the more popular applications of deep learning models to pathology [112]. Here, the task is to assign a score of 0, 1+, 2+, or 3+ to pre-selected WSI ROIs (i.e., not weakly supervised). Subsequent studies have accomplished automated HER2 scoring in breast cancer with WS-MIL from H&E, one without qualitative or quantitative validation on adjacent IHC [69], and one with validation [70]. Likewise, Naik et al. applied their weakly-supervised ReceptorNet to predict HER2 and PR positivity in the H&E WSIs [67]. Additionally, they demonstrated that their model was statistically agnostic to the data source, institution, menopausal status, or race (a common shortcoming of WS-MIL methods in histopathology). Finally, they demonstrated how their model discovers histomorphological patterns important for HER/PR receptor status by asking pathologists to interpret model-selected ROIs. Apart from breast cancer, other studies have examined predicting MYC rearrangements in DLBCL [56] and scoring LMP1 in nasopharyngeal carcinoma [86], from H&E using WS-MIL, although neither performed any quantitative or qualitative validation of their results. Finally, one study examined an application of WS-MIL to predict MGMT methylation status in gliomas and found qualitative overlap between attended ROIs and adjacent IHC [37].

Distinct from the prediction of receptor status, the earliest application of WS-MIL to molecular subtyping was classifying lymphomas into DLBCL and non-DLBCL [41], as described earlier. Though the target of the study was not explicitly *molecular* subtyping, DLBCL and non-DLBCL are differentiated by the presence of B-cells (which express CD20). Thus, the implicit target of their study was the molecular subtyping of lymphoma. Strikingly, they showed that though their model used only H&E WSIs, model-attended regions corresponded to CD20 positivity (as confirmed by adjacent IHC). This intuitively confirmed that their model was able to identify B-cells (differentiated by CD20 expression) while only knowing weak DLBCL and non-DLBCL subtypes.

A large-scale, externally-validated study by Kather et al. [68] performed classification on a wide array of cancers and molecular subtypes including lung adenocarcinoma (TGF-β, CD8, LUAD-3, LUAD-4, LUAD-5, LUAD-6), colorectal (Wnt/β-catenin, CMS1, CMS2, CMS3, CMS4), breast (HER2, ER, PR, TGF-β, PAM50, LumA, LumB), and gastric (TGF-β, CIMP-L). Their study showed that all of these molecular subtypes could be accurately predicted from H&E WSIs alone. Furthermore, they validated model-attended regions with pathologist interpretation on H&E. Finally, their model was unified across all sites of origin, therefore generalizing to all cancers studied.

**Genetic markers: WS-MIL that goes beyond human comprehension**

The hallmarks of these methods are that 1) they predict some genetic markers of cancer and 2) they are not possible to verify, as a pathologist cannot point to a region of interest driving the overall weak label. Furthermore, unlike molecular markers, there are no methods to validate if regions that WS-MIL methods highlight truly correspond to the weak label, although several studies visualize these model-attended ROIs to no avail. Figure 5 depicts this process. Common application areas within this category include mutation prediction, mutational burden, microsatellite instability (MSI), chromosomal instability (CIN), and homologous recombination deficiency (HRD). Like with molecular markers, automated detection of such markers via H&E is popular, as the required physical assays are expensive, tedious, and time-consuming, whereas H&E is inexpensive, part of standard clinical workflow, and could potentially be augmented with WS-MIL with a simple click of a button. It is worth noting that several of these studies reported histomorphological features of model-attended ROIs, which in some cases were known to correlate with the presence of the genomic target of interest. However, it is currently not possible to spatially resolve cells with specific genetic alterations; thus it cannot be confirmed if model-attended ROIs truly correspond to tumor cells with said alterations.

|  |
| --- |
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| Figure 5. Genetic markers and survival verification – pathologists cannot point to an ROI driving the overall weak label, and no physical methods can validate it as in molecular markers. However, pathologists may characterize said model ROIs. Survival prediction is given as an example. Such H&E features identified by WS-MIL tend to be beyond human comprehension. |

For mutational prediction, the task is to predict whether a particular gene is mutated based on an H&E WSI. The earliest work to study mutation prediction via WS-MIL applied to H&E was by Coudray et al. in 2018 [98]. Not only did their model subtype lung cancer into LUAD and LUSC, but it also accurately predicted the presence of ten lung cancer-associated genes with AUCs ranging from 0.64 to 0.85, all with statistical significance. Liao et al. [94] generated similar results for hepatocellular carcinoma with AUCs ranging from 0.52 to 0.90 for ten cancer-associated genes, most statistically significant. Unlike the earlier study, they were able to validate their model on TMAs though only trained on WSIs from TCGA. Perhaps the largest study was carried out by Kather et al. (mentioned previously) [68] and involved examining multiple cancers (LUAD, colorectal, breast, gastric, melanoma, prostate, pancreatic, LUSC, hepatocellular, PRCC, CRCC, CCRCC, head and neck, and cervical) and 95 cancer-associated genes (across all sites of origin). Critically, they distinguished between all mutations and oncogenic drivers, as not all genetic variants of cancer are causative of malignant processes. Their pan-cancer model resulted in AUCs of 0.3 to 0.8. When limited to oncogenic drivers, the upper range of AUCs increased to 0.95 probably due to less noise attributable to non-oncogenic drivers. In an almost identical fashion, another study predicted mutations associated with breast cancer [65] with AUCs reported for 6/18 genes ranging from 0.68 to 0.85. Fu et al. were able to achieve AUCs ranging from 0.6 to 0.9 for oncogenic drivers across a wide range of cancers [29]. And finally, another large-scale study examined a vast array of genomic markers via WS-MIL in colorectal cancer and achieved AUCs of 0.79, 0.73, and 0.60 for BRAF, TP53, and KRAS [80]. Rather myopically, the authors indicate their model outperforms Kather et al. [68] even though the model by Kather et al. spanned many sites of origin while the authors' focused on just one and therefore does not merit a direct comparison. Furthermore, they were outdone by subsequent studies. One that achieved AUCs of 0.82 and 0.61 for BRAF and KRAS [82]. The other achieved AUCs of 0.82 and 0.67 for BRAF and KRAS [79], in addition to predicting NRAS and PIK3CA in colorectal cancer. The same group performed a subsequent study examining the generalizability of their model to pan-cancer external cohorts [38]. One study greatly improved on the prediction of LUAD mutations, albeit without direct comparison to Kather et al. [51]. Another study examining solely gliomas (which Kather et al. did not) achieved AUCs of 0.8975 and 0.8175 for predicting IDH1 and TP53 mutations, respectively [37]. Finally, Fremond et al. leveraged several clinical trial datasets using WS-MIL to not only accurately predict mutations in endometrial cancer but also qualitatively correlate model-attended ROIs to morphological and cellular features [85]. These included a high density of lymphocytes for POLE mutation, strong nuclear atypia for P53ABN, and inflammatory morphology and MMRd (mismatch repair deficiency).

For mutational burden, the task is to predict a high degree of somatic hypermutation of tumor cell DNA from H&E images alone. Only two studies have addressed this task using WS-MIL (and have already been mentioned previously). First, Kather et al. [68] showed that for colorectal and gastric cancers, the mutational burden could be predicted with AUCs of 0.71 to 0.75, respectively, with significance. By comparison, Bilal et al. [80] achieved an AUC of 0.90 on the same cohort, albeit under a simpler experimental setup (see above paragraph). Interestingly, the author's [80] method provides some automated insight (as opposed to pathological interpretation) into the contributions of various histological features and cellular compositions that contribute to mutational burden according to their WS-MIL model – inflammation and neoplastic epithelium type 1.

MSI refers to the degree to which repeated elements in DNA change in length. Kather et al. were the first to predict MSI status using WS-MIL methods, albeit only a single data point in a tour-de-force of various molecular and genetic markers for multiple types of cancer. Specifically, they achieved an AUC of 0.61 for a gastric cancer dataset (though their model was trained on several cancers and outcomes) [68]. Bilal et al. focused their study on only colorectal cancer and achieved an AUC of 0.90 [80]. Schrammen et al. [82] developed a method called SLAM that significantly outperformed all previous state-of-the-art WS-MIL methods for H&E WSI analysis achieving an AUC of 0.900 on an external dataset of colorectal cancer cases. Although model-attended ROIs could not be verified, they did show that non-ROIs corresponded to normal tissue, which is expected. This was yet again outperformed by Niehues et al., who achieved an AUC of 0.92 on a large, externally validated dataset [79]. Finally, the WS-MIL model by Brockmeller et al. achieved an AUC of 0.793 in pT2 colorectal cancer H&E WSIs [78].

CIN refers to the degree to which chromosomes or sections of them are duplicated or deleted. As in MSI status, Kather et al. [68] first addressed CIN using WS-MIL. Their model achieved an AUC of 0.73 for colorectal cancer. Again, Bilal et al. [80] were able to improve on this for the same cohort using their method and achieved an AUC of 0.85. Most recently, Xu et al. were able to achieve an AUC of 0.822 for a cohort of breast cancer cases [71]. Interestingly, they showed that there was no statistically significant difference in model performance across breast cancer molecular subtypes (ER, PR, HER2). This was important, as CIN was more prevalent in ER-, PR-, and triple-negative subtypes for their dataset.

HRD refers to the loss of the ability of cells to repair double-stranded DNA breaks through homologous recombination. As with other genetic markers, Kather et al. [68] applied WS-MIL to predict HRD in LUAD, breast cancer, and gastric cancer. Given that HRD is a continuous value, Kather et al. binarized HRD into two categories – HRD-low and HRD-hi – relative to the overall median. They achieved AUCs ranging from 0.66-0.76. Schirris et al. [81] and Lazard et al. [62] improved marginally upon these results for breast cancer.

**Survival: WS-MIL that correlates but cannot be verified**

For survival, the task is to *regress* the number of days a patient survived (as all data is retrospective). Like with genetic markers, there is no way to validate whether WS-MIL identified ROIs correspond to specific survival times. Likewise, there are histopathological features that correlate with survival but nonetheless cannot be tied directly to specific survival times. Related to survival is *recurrence*, however no application of WS-MIL to H&E WSIs has been reported. Figure 5 depicts this process.

WSISA was the seminal WS-MIL method to predict survival from H&E WSIs [39]. They tested several state-of-the-art survival models in conjunction with their WS-MIL method and compared them to ROI-based methods. Across two lung datasets (NLST, TCGA-LUSC) and one glioblastoma dataset (TCGA-GBM), their results indicated that their WSI-based method outperformed ROI-based methods. The same group developed another WS-MIL method [113] which reportedly outperformed their previous method. Strangely, they did not report the same performance metrics for WSISA for the same datasets on this follow-up study. However, they qualitatively showed that their model attended to ROIs annotated by pathologists (without being explicitly trained to do so).

Two subsequent studies [95, 101] predicting survival in mesothelioma and hepatocellular carcinoma showed that their WS-MIL methods significantly outperformed those multivariate methods based on all available clinical, biological, or pathological variables. For both studies, automatically identified ROIs predictive of low survival were vascular spaces and pleomorphisms whereas for high survival were inflammation and immune infiltration. A study by Google presented results for their survival prediction method across ten TCGA datasets, although failing to compare to any previous methods and leave model-attended ROIs up to reader interpretation [31]. Another study built on and compared their method (DeepAttnMISL) to the work by Zhu et al. [39] and Li et al. [113] and achieved improved survival prediction performance for TCGA-LUSC [83].

This was surpassed by yet another WS-MIL method by Chen et al. which combined WSIs with genomic data for several cancer, including bladder (TCGA-BLCA), breast (TCGA-BRCA), brain (TCGA-GBM), lung (TCGA-LUAD), and uterine (TCGA-UCEC) [33]. Their model was unique in that cellular processes (represented by genomic data) could be visualized directly on H&E, such as tumor suppression, oncogenesis, protein kinases, cellular differentiation, transcription, and cytokines. Chen et al. developed another method to predict survival [32] which outperformed their previous method on TCGA-GBM. Across all cancers, their model attended to necrosis, dense tumor aggregates, and regions of desmoplastic stroma, indicative of tumor invasion and proliferation. Shao et al. [92] proposed yet another WS-MIL method for survival prediction which outperformed several previous methods (though Chen et al. [32, 33] were not reported) for kidney (TCGA-KIRC), liver hepatocellular carcinoma (TCGA-LIHC), and TCGA-LUSC cancer datasets. Chen et al. [40] in their third method to predict survival added an additional component to their WSI/genomic model which integrated spatial information of WSIs, which significantly outperformed their original model for TCGA-GBM and TCGA-KIRC. Finally, Chen et al. extended their third work to include 14 cancer types, definitely demonstrating not only that multi-modal approaches to predict outcomes perform more accurately than single modes but that such approaches can be leveraged to discover prognostic features that correlate with these outcomes [34].

**OPPORTUNITIES**

The paradigm of driving model development through the utilization of H&E slides to model clinical data creates several opportunities within research and clinical care. Thus far, we have described how these methods can be categorized in terms of their degree of *verifiability*. All studies discussed thus far highlight their methods' verifiability, interpretability, and explainability by selecting and analyzing model-attended ROIs and comparing them to some source of ground truth. These features present clear opportunities for WS-MIL in oncology. Their ubiquity is due to their inherence within MIL. Given the focus that verifiability, interpretability, and explainability have been given thus far, the following Section will discuss further opportunities including but not limited to reducing the cost of research and clinical care, reducing the workload of clinicians, personalized medicine, and finally unlocking the full potential of histopathology.

**Reducing the cost and expanding the scope of research**

As has been repeatedly stated, WS-MIL only requires one label per slide. Therefore, there is little to no need for pathologists to annotate WSIs for WS-MIL applications. This reduces the cost of research not only in terms of labor but also time, given that annotations are laborious and time-consuming [4, 31, 32, 41, 46, 49, 74, 76, 90, 93, 96, 99, 100]. Furthermore, because of the lack of need for annotations, the number of slides that are integrated into model development is limited not by the amount of labor available but instead by the total number of slides with a weak label. In fact, several studies have shown that WS-MIL on large datasets tends to lead to higher generalization performance (i.e., performance on an external cohort) than fully-supervised on small, curated datasets [4, 96]. This is because the diversity of WSIs in terms of staining protocols, scanners, and disease manifestation is better represented by larger datasets. Removing the annotation burden reduces the cost of research.

Even if annotations are needed, WS-MIL offers methods to speed up the process of obtaining annotations [48] through methods such as *attention*. In the former, a model can be trained with some weak labels associated with ROIs. For example, if one were interested in annotating tumor regions, only a weak label for WSI (i.e., containing tumor or not containing tumor) would be needed. Then, after training, model-attended ROIs would tend to correspond to tumor regions, which could then be automatically annotated by the WS-MIL (and subsequently edited by pathologists). Several studies have demonstrated this potential [76, 82, 93, 96, 104]. Reducing the annotation burden reduces the cost of research.

Finally, WS-MIL enables the prediction of genetic markers and the quantification and localization of molecular markers that would otherwise be impossible to annotate or at least would be expensive to annotate [67, 90]. We have presented how WS-MIL can be applied to predict genetic markers such as mutation prediction, mutational burden, MSI, and CIN. These are not just impossible to annotate but require expensive tests. WS-MIL could offer a low-cost alternative for research applications. Similarly, we've shown that WS-MIL can model and spatially resolve molecular signals such as gene expression and subtypes. Such signals could be annotated on H&E through adjacent molecular stains (IHC/IFC) or spatial transcriptomic methods through image analysis methods. However, such analyses are quite expensive. WS-MIL not only provides a low-cost virtual alternative that only requires H&E, but it also reduces the need for tissue [19].

**Reducing the cost of clinical care**

Specialized molecular assays are costly and take time to turnaround in the clinic. The majority of studies described in this review argue that relative to such assays, H&E WSIs stand inexpensive and routine in the oncological workflow. Furthermore, these studies assert the assumption that H&E WSIs contain a rich source of information ripe for WS-MIL enhanced methods to exploit for the virtualization of such molecular assays. For example, Naik et al. argue and provide results that suggest that the need for IHC may be reduced by virtually re-straining H&E or by approximating the target of interest with H&E both by utilizing WS-MIL driven methods [67]. Lu et al. similarly suggest that molecular tests for determining cancers of unknown primary (or whether a tumor is primary or of metastatic origin) may be supplanted by WS-MIL methods applied to H&E. This is not too farfetched, given that their model was able to perform these tasks across 17 cancer times with high accuracy [19]. Virtualization of such methods would not only reduce cost but would also reduce turnaround time in cases requiring molecular profiling, [80], arduous analysis [28], extra staining of tissues [19, 48, 67, 80, 98], and just in general [100]. Inter and intra-observer variability in the interpretation of IHCs would also be greatly minimized [46, 67]. Lastly, resource-constrained settings would also benefit [19] in which fewer clinical and ancillary tests are available [19, 96].

In addition to the potential time-cost benefits of virtualizing molecular tests, WS-MIL on H&E WSIs may also reduce the cost of clinical care through patient triaging [18, 96]. For example, Campanella et al. [4] demonstrated how their WS-MIL method (which simply detects whether an H&E WSI contains a tumor) could potentially reduce the number of slides reviewed by pathologists by 75%. In their hypothetical diagnostic scenario, their WS-MIL method would triage prostate WSIs according to the probability that they contained tumor. Then, pathologists would review cases more likely to contain tumor, essentially disregarding all benign slides. In other words, their WS-MIL method would screen WSIs for containing primary tumor while retaining 100% sensitivity, at the cost of specificity. This is especially important for applications in prostate cancer, as several WSIs are taken per patient, and only a few contain tumor to be further analyzed. Beyond triaging slides, patients may also be stratified based on AI-predicted risk. Several studies have shown that patient survival can be accurately predicted from H&E. Further, studies have even shown that WS-MIL improves survival prediction over clinical standards [40, 83, 92]. Such refinement of the prediction of patient prognosis could potentially improve treatment allocation [95] and reduce inter-and intra-observer variability [67] thus reducing errors and improving overall patient outcomes.

**Reducing the workload of clinicians**

Successful enhancement of pathology workflows through WS-MIL has a potential to decrease clinician workload through patient stratification as discussed previously. Specifically, Kaplan-Meier curves significantly separate long- and short-term survival based on WS-MIL predicted survival and significantly outperform current clinical models [18, 40, 92, 96]. Moreover, WS-MIL will decrease clinician workload by functioning as a second opinion [19, 41, 98]. Several studies have shown that when trained on large cohorts, WS-MIL methods tend to catch errors made by pathologists [19, 98]. This emulates some current clinical workflows, in which pathologists examine cases concurrently and catch one another's misjudgments. It is especially important, as studies have shown that the diagnostic accuracy of pathologists depends to some extent on experience – junior pathologists tend to be more error-prone [114]. Thus, WS-MIL can help improve the skills of pathologists in training. Moreover, though it may be a hard truth to swallow for physicians, some pathologists are better than others with similar levels of experience [114]. Thus, WS-MIL can "raise the bar" of the average performance of pathologists across the board.

Whereas patient stratification reduces the magnitude of cases, WS-MIL enhanced pathology also has the potential to reduce clinician workload in terms of time spent on each case. The correct diagnosis for certain diseases requires pathologists to identify a few cells out of millions (i.e., "finding a needle in a haystack") [33, 48]. Such tasks may take several hours for pathologists to make a single diagnosis. With WS-MIL assistance, relevant ROIs could be automatically identified in mere seconds. Then, pathologists would perform the relevant task, with a large percentage of the WSI automatically ignored. In other words, WS-MIL can help pathologists focus on relevant areas in the tissue. Some studies have already shown how WS-MIL methods can remove noise from H&E WSIs (i.e., remove tissue not correlated to outcome of interest) [48, 99] and can accurately detect microanatomy and cellular mimics, which are sometimes confounded by pathologists [100]. Other studies have shown how WS-MIL can reduce labor-intensive and time-consuming (i.e., repetitive) tasks such as tumor labeling [41, 49, 94, 100], and Gleason grading [88]. Finally, one study concerning Fuhrman grading of CCRCC showed that exposing junior and senior pathologists to model-identified ROIs significantly improved their respective grading accuracy [89].

**Personalized/precision medicine**

Leveraging big data derived from clinical records and fusing said data from many components of patient care (i.e., multimodal data) would enable truly personalized medicine beyond the capabilities of any single clinician or team of clinicians. As previously discussed, WS-MIL models outperform all other common clinical or pathological features for predicting survival [95]. More to the point, several studies have demonstrated that *fusing* data across the patient care spectrum (i.e., clinical variables) with multiple WS-MIL methods for H&E WSI analysis more accurately predicts survival than any model alone and paves the way for personalized (i.e., patient-specific, data-driven) medicine [32-34, 40]. Elsewhere, it has been discussed how next-generation sequencing (NGS) techniques (for histological subtyping, genetic mutations, molecular profiling, etc.) can be accurately modeled with WS-MIL on H&E [28, 65] and allow for pinpointing the exact characteristics of a patient's cancer, enabling precision. In addition to the assays that inform treatments, WS-MIL methods can also estimate drug responses [48, 98] and the efficacy of specific targeted therapies for patients [96, 98, 100] – for example, the efficacy of neoadjuvant chemoradiotherapy [49] – even in early-stage cancers which can benefit from more aggressive targeted treatment to prevent progression [80]. One study, in particular, showed that by combining WSIs from multiple sites, response to neoadjuvant chemotherapy response in triple-negative breast cancer could be more accurately predicted than through conventional clinical means [72]. All in all, from diagnosis to prognosis to treatment, WS-MIL methods stand to enable and enhance personalized medicine.

**Clinical relevance and real-world scenarios**

Histopathology contains rich sources of information beyond human perception that through WS-MIL enhanced histopathology can be leveraged to discover new imaging-based biomarkers for disease diagnosis, stratification, prognosis, and treatment. For diagnosis, several studies purport the hypothetical opportunities for WS-MIL enhanced histopathology to detect lesions and to screen, verify, or validate exploratory imaging biomarkers of tissue damage by pointing to lesions associated with the biomarkers, enabling phenotypic anchoring (which would otherwise be not possible or suboptimal) [28, 67, 90]. For example, the WS-MIL method by Lu et al. can differentiate between metastatic tumors and primary tumors as well as predict the origin of metastatic tumors, tasks that are challenging for pathologists [19]. Model-attended regions suggest that 1) ‘dirty necrosis’ and variably sized glands with densely packed, hyperchromatic nuclei, 2) sheets of cells as well as small tubules and glands, and 3) hyperchromatic nuclei and high nuclear to cytoplasmic ratios are imaging-based biomarkers for metastatic colorectal adenocarcinoma, breast carcinomas, and lung carcinomas, respectively. In a similar fashion, Brockmeller et al. linked inflamed fat in CRC with the presence of lymph node metastasis, which is supported somewhat by mechanistic studies [78].

For stratification, WS-MIL may tie genotypic markers to phenotypic markers – in other words, image-based morphological features related to mutations, pathways, or overexpressed genes [28]. Some studies skirt the line of these opportunities. For example, histological ROIs on H&E that were associated with molecular biomarkers such as HER2 have been presented but not interpreted by pathologists [67, 70]. Likewise, some discuss the opportunity for elucidating how molecular alterations drive the biological mechanisms that result in tumor growth yet give no evidence of the sort [67, 68]. Few studies take that leap of faith forward and demonstratively tie genotypic markers to phenotypic markers. For example, Bilal et al. discuss how the automated analysis of the cellular composition of predictive histological features could improve our understanding of the downstream impact of these features and lead to new insights into representative and discriminative morphological features corresponding to molecular pathways and mutations for cancer [80]. They then showed a strong correlation between MSI and the infiltrate of inflammatory cells [80] as determined by their WS-MIL model. Kather et al. showed how poorly differentiated tumors were highlighted for CM1, well-differentiated glands for CMS2-3, and highly stromal ROIs for CMS4. Furthermore, they showed that FRAF mutations were associated with poor differentiation and mucinous areas, consistent with previous studies [68]. Finally, Chen et al. showed that in breast adenocarcinoma, genomic-guided WS-MIL for tumor suppression, protein kinases, and cellular differentiation generally reflected normal stroma, glands, and adipocytes [33].

Like with the diagnosis of disease, WS-MIL enhanced histopathology presents the opportunity to screen, verify, or validate *prognostic* imaging biomarkers of particular diseases [28, 68, 90]. For example, Saillard et al. demonstrate that a proangiogenic phenotype (identified by the model) was associated with poor clinical outcomes (previously confirmed in other research) [95]. Moreover, current prognostic markers can be quantified with WS-MIL – for example, quantifying molecular features from H&E (like immune infiltration, associated with poor prognosis) [28]. New prognostic imaging biomarkers can also be refined, such as gene signatures [40], or discovered and targeted in therapeutic treatments. – for example, stromal regions in mesothelioma (associated with good prognosis) [101], vascular spaces in hepatocellular carcinoma (associated with poor prognosis) [95], necrosis, dense tumor aggregates, desmoplastic stroma containing tumor infiltrates (associated with good prognosis) [32], and lymphocytes aggregates and normal stroma (associated with good prognosis) [32]. Finally, the prognosis may be directly estimated from H&E [48, 98] or by fusing WS-MIL models with genomic and molecular info in multi-modal analyses, a task invariably impossible for humans [33, 34, 40].

Finally, some studies have proposed opportunities for WS-MIL on H&E and treatment. Xu et al. demonstrated via their WS-MIL model the intra-tumor variability of CIN. Based on their results, they suggested that therapeutics should focus on impacting high CIN tumor cells (in terms of their development and administration) [71]. Other studies discuss how treatment response may be predicted with WS-MIL [28, 48, 98] and that perhaps treatment decisions by oncologists should be guided by WS-MIL in the context of immunotherapy given the multi-faceted and multi-modal nature of cancer characterization [28]. Though several studies have predicted response to treatment for cancer done with full supervision [115], only one published study has done so using WS-MIL [72].

Ultimately, the opportunities discussed here are dependent on the viability of WS-MIL driven histopathology in oncology. Pathologists and likewise oncologists need to know why the WS-MIL systems they may use make the decisions they do *and* when said systems are uncertain. Explainability and interpretability are key aspects of this process of trust. It is no wonder then why WS-MIL has been so immensely popular for WS-MIL driven histopathology given its inherent interpretability (via visualization). Every study cited here identifies their models’ interpretability as one of its defining features. For relatively simple tasks such as tumor detection, it is clear that WS-MIL models attend to tumor ROIs. This has led the to the clinical commercialization of Paige Prostate, a product that utilizes WS-MIL for H&E WSI (based on [4]). It was FDA-approved for clinical use to perform tumor detection on prostate biopsies. Paige also has several research-use-only products based on WS-MIL that will eventually find their way to a clinical market. Moreover, several other companies focusing on computational pathology – PathAI, Tempus Labs – are following suit, developing their own WS-MIL technologies. Eventually, given the ease with which they are explainable and interpretable, more WS-MIL methods will be commercialized, such as those for tumor subtyping or metastasis detection. However, the clinical utility and potential for automated metastasis detection as well as the prediction of molecular markers remains to be seen. Validation of these methods may require massive investment for commercialization and clinical use. For genetic markers, validation methods are still unavailable, thus, commercialization and clinical potential are probably unlikely in the near future. Ultimately, translation of these advanced WS-MIL methodologies to the clinic in a field that is quite heavily regulated will take quite a bit of time.

**CHALLENGES**

Though clear opportunities do exist for the utilization of H&E slides to model clinical data, there still exist manifold challenges within the domain. Several recent review articles have discussed these challenges with respect to AI in histopathology [116], with some focusing on ethics (fairness [117, 118], privacy [119, 120], potential harm [118, 119], equity [120]) and regulatory [12, 26, 118] issues . Here, we focus on challenges specific to WS-MIL. These include explainability and interpretability, validation via adjacent tissue sections, reproducibility, data availability, computational needs, data requirements, domain adaptability, external validation, dataset imbalances, and commercialization and clinical potential.

**Explainability and interpretability**

Though various WS-MIL driven methods verifiably attend to pathologically-relevant areas of H&E slides, they do not in some cases. Camelyon16 [16] serves as a case in point, consisting of sentinel lymph nodes that either present or absent breast cancer metastases. The main limitation of methods when applied to Camelyon16 (and perceptively deduced by Courtiol et al. as early as 2018 [48]) is that metastases are highly localized and restricted to a small area within the WSI. This is a non-issue for large metastases – models have been shown to attend to tumor regions [4, 18, 43-48, 50]. However, when visualizing model-attended ROIs indicates for WSIs with small metastases (i.e. fewer than 10 tumor cells), the model *does not* attend to the metastases themselves, even when the WSI is classified correctly. It is no surprise then that no study qualitatively or quantitatively reports their model’s performance on small metastases, despite Camelyon16 being the most popular dataset to apply WS-MIL. However, a few do *mention* that attention MIL attends to areas outside the tumor in Camelyon16 [43, 46, 74], leading to false negatives. As an additional note, several Gleason grading AI methods do not mimic the

clinical process of individually grading each gland, so their interpretability is limited [88].

**Validation of molecular marker-driven WS-MIL methods**

WS-MIL methods virtualizing molecular assays such as gene expression and ODX will require corresponding IHC or ODX scores for model development and thus will require significant investment. For example, model-attended ROIs of DLBCL vs. non-DLBCL were confirmed on adjacent CD20 but would be

expensive on a larger scale [41]. Similarly, weak supervision for HER2 scoring from H&E would need IHC to confirm and would be expensive or unavailable [70]. Finally, some studies would require spatial transcriptomics for validation, which is magnitudes more expensive [66]. Even if enough monetary resources were available for such targets, registration (i.e., digitally aligning adjacent WSIs so that anatomies overlap) would be computationally infeasible for large datasets [70]. Moreover, the thickness of the tissue may obfuscate structures needed for registration [70]. Finally, the tools we have to measure signals of interest may not be sufficient. For example, there are assumptions about tissue heterogeneity (i.e., a molecular target from one tissue sample is the same in another sample) [66, 70]. Precise molecular annotations may alleviate this necessity [65]. Furthermore, some studies show that RNA-seq and gene expression are decorrelated, even though the former is used as a proxy for the latter [28]. Similarly, aneuploidy burden is used as a proxy for CIN, even though some studies show only a moderate correlation [71].

**Reproducibility**

Reproducibility refers to the ability of other researchers to reproduce the results of specific models on specific datasets utilizing specified protocols. It is to be expected that different studies applying the same methods (as comparisons) to the same datasets will report slightly different results, yet there is a great deal of variation that needs to be explored and explained. Tables 2 and 3 summarize the applications and reproductions of several methods to the same datasets. Clearly, there exists a problem reproducing past methods’ results on the same datasets. This is particularly interesting for well-established methods, as their code is readily available and runs on the given datasets seamlessly. Also interesting, no study that was unable to reproduce previous models’ results discussed *why* they were unable to do so. There are a few reasons why such variation may be observed. First, descriptions of methods are sometimes not given. For example, the simple pre-processing step of detecting the whitespace (non-tissue area) of WSIs is not described in some studies [33, 44, 45, 50, 83, 104]. Second, method development tends to be an exhaustive process, whereas method reproduction (i.e., running someone else’s code) is superficial. In other words, every effort is given to yield the best results for *my* method, but the bare minimum is given to reproduce *another’s*. Third, there are no established experimental designs for the datasets mentioned. Typically, cross-validation is used, but several flavors exist, and implementations vary.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Table 2. Various methods for classifying Camelyon16, subtyping TCGA-NSCLC, and subtyping TCGA-RCC [46]0, [50]1, [47]2, [18]3, [4]4, [46]5, [43]6, [74]7, [55]8, [44]9, [61]10, [54]11, [99]12, [48]13 [51]14, [63]15, [57]16, [59]17, [53]18, [60]19, [56]20, [58]20, [63]21, [52], "NR" indicates that the original study did not report the result on the given dataset. "-" indicates that only one study performed the experiment, thus no comparison can be reported. Metrics are AUC. Methods are in chronological order. The bolded results are original studies. | | | | | | | |
|  | | Method | | | | | |
| DTFD-MIL0 | TransMIL1 | DS-MIL2 | CLAM3 | MIL-RNN4 | AB-MIL |
| Dataset | Camelyon16 | **0.946**0  0.958816  0.94618  0.883620  0.93221 | **0.93091**  0.9065  0.77486  0.90618  0.925920  0.88321  0.92822 | **0.89442**  0.8995  0.81791  0.91657  0.8948  0.883210  0.754411  0.853914  0.907017  0.89918  0.89221  0.87522 | **0.9363**  0.8589  0.8785  0.86791  0.8848  0.893810  0.905917  0.87118  0.858019  0.913120  0.87521  0.88622 | **0.8994**  0.5889  0.8755  0.8881  0.80647  0.8068  0.691311  0.860617  0.87518  0.86121 | NR  0.8545  0.8761  0.86532  0.8407  0.75046  0.8658  0.893910  0.661211  0.910517  0.85418  0.85121  0.84022 |
| TCGA-NSCLC | **0.961**0  0.955516 | **0.96031**  0.9495  0.93186  0.94122 | **0.96332**  0.9395  0.89251  0.85910  0.963311  0.92015  0.946117  0.92422 | **0.9633**  0.9495  0.93771  0.94210  0.903712  0.92815  0.952017  0.93722 | NR  0.8945  0.92132  0.91071  0.916812  0.910711  0.817817 | NR  0.9415  0.95512  0.86561  0.94656  0.842610  0.948811  0.866217  0.89321  0.91522 |
| TCGA-RCC | - | **0.98821**  0.98266  0.96522 | NR  0.98411  0.9638  0.97115  0.946817  0.94722 | **0.9913**  0.97991  0.9798  0.97314  0.947417  0.96722 | NR  0.883117 | NR  0.97021  0.97786  0.9238  0.930817  0.85521  0.93322 |
| TCGA-BRCA | - | - | NR  0.83815  0.87520 | - | - | NR  0.84321  0.86920 |

To further complicate matters, some studies do not reproduce previous methods and opt to directly report previous results [121]. Likewise, some do not compare their method to recent state-of-the-art methods. For example, Lu et al. [18] based their method on attention-based MIL [122] and did not provide a comparison to AB-MIL. Likewise, Wulczyn et al. [31] and Saillard et al. [95] did not provide any comparisons to past WS-MIL WSI survival prediction methods. And finally, Schumach et al. [28] provide no comparison methods for gene expression prediction. On a similar note, some studies conveniently do not utilize well-studied datasets for the task at hand and opt for other publicly available datasets. For example, Chen et al. in several studies [32, 33, 40] apply their methods to predict survival on five TCGA datasets and provide comparison methods even though three *other* TCGA datasets had been well-studied (see Table 3). Similarly, Shao et al. [92] utilize TCGA-LUSC as others in the past (see Table 3) but also TCGA-KIRC and TCGA-LIHC, unlike every past study. For these reasons, most state-of-the-art methods or well-established dataset and their results lack reproducibility. It is incumbent on reviewers, editors, and field leaders to develop standardized methods for presenting research findings in a systematic manner.

**Data availability**

Scientific inquiry necessitates an open-source model for data sharing as a mechanism for peer-driven replication of studies, and though models and code are generally made publicly available, the in-house datasets from which they are derived are unavailable and thus make it impossible to reproduce their experiments. Notable methods include MIL-RNN [4], CLAM [18, 19], and TOAD [40]. All provide code but not the internal datasets on which their models were trained. Such studies have also popularized an external validation method in which models are trained on internal datasets and then tested on publicly available datasets, such as TCGA or Camelyon16. From a model validation perspective, this is perfectly valid and in fact the gold standard for external validation – a dataset completely outside the institution from which the model was developed. However, from an AI method development standpoint, it is a nightmare, as subsequent technical method improvements or novel methods cannot be directly compared, as it may be the quality of the internal data rather than the robustness of the method itself that contributes to an improvement in performance. Many studies do not adopt this method of model validation and instead train and validate their methods as well as those previously on publicly available datasets (see Tables 2 and 3), although this is still wrought with issues (see the Section on Reproducibility).

|  |  |  |  |
| --- | --- | --- | --- |
| Table 3. Various methods for predicting survival [39]1, [113]2, [83]3, [92]4. "NR" indicates that the original study did not report the result on the given dataset. "-" indicates that only one study performed the experiment, thus no comparison can be reported. C-index is a metric for predicting survival. Methods are in chronological order. The bolded results are original studies. | | | |
| Method | Datasets | | |
| NLST | GBM | LUSC |
| DeepAttnMISL3 | - | NR | NR |
| DeepGraphSurv2 | - | - | **0.66062**  0.7174 |
| WSISA-Lasso-Cox1 | **0.7031**  0.63802  0.59963 | **0.6001**  0.57602 | **0.6381**  0.63802 |
| WSISA-MTLSA1 | **0.6801**  0.63053 | - | - |
| Lasso-Cox | 0.5031  0.52802  0.48423 | 0.4401  0.55742 | 0.5401  0.47382  0.5274 |
| EnCox | 0.5021  0.48832 | 0.4401  0.55972 | 0.6131  0.48832  0.5524 |
| Cox-Log | 0.4661  0.49983 | - | - |
| Cox-Weibull | 0.4801  0.55773 | - | - |
| RSF | 0.4851  0.50662 | 0.5601  0.55702 | 0.3471  0.59642  0.5614 |
| BoostCI | 0.5111  0.56332  0.55953 | 0.5071  0.55432 | 0.3391  0.56332 |
| MTLSA | 0.6091  0.53862  0.50533 | 0.5711  0.57872 | 0.5361  0.53862 |

The lack of an open-source model for data sharing also contributes to an over-reliance and artificial technical benchmarks, such as Camelyon16 and TCGA. This is exemplified in the current review – 28 of the articles train and validate their methods on just Camelyon16. Several dozen do the same using TCGA. Though benchmarks are a cornerstone for computer vision applications [123], they limit clinical viability, as the magnitude of the clinical applications addressed in WS-MIL is not proportional to the magnitude of the clinical problem in routine histopathological workflows. Very few research articles train and validate their methods on clinical datasets. However, without large, open-source clinical datasets, reliance on datasets such as Camelyon16 and TCGA will likely perpetuate, as there must be standard datasets to compare methods in computer vision.

**Computational needs**

At the most basic level, AI models need specialized hardware to be developed and deployed which may be prohibitively expensive in resource-constrained clinical settings. For example, one study utilized over 12,000 hours of training time distributed over ten graphics-processing units (GPUs) to develop and validate their models [68]. On standard high-performance computing hardware, this likely would have taken a couple of orders of magnitude longer – on a standard desktop machine, several orders of magnitude longer. However, development and validation should not be confused with deployment. Deployment is much less costly in terms of computational needs. For example, two studies were able to deploy their model on a mobile device [68, 115] to perform inference on WSIs.

At another level, several studies perform experiments utilizing hardware resources exclusive to a few heavily-invested institutions, making it impossible to reproduce results or utilize models. For example, Chuang et al. utilized Taiwania 2, a supercomputer equipped with 252 high-performance computing nodes, each with eight GPUs, totaling 256 GB of GPU RAM per node [75]. This is so much memory that it is the only study that has reported the ability to fit an entire WSI on a GPU. By comparison, the majority of studies presented here utilize GPUs with a median of 16GB RAM and a maximum of 80GB RAM, which necessitates splitting a WSI up into chunks to be processed. Under these conditions, it is impossible to reproduce Chuang et al.’s results or to utilize their model unless similar hardware were to be acquired.

**Data requirements**

Though the methods discussed here do not require annotations, it appears that WS-MIL has the effect of requiring (generally) larger amounts of data [4]. This is due to the inherent nature of weak labeling. Weak labels are noisy labels – they describe only one aspect of a WSI. For example, for cancer presence or absence, the task is to predict if a WSI contains tumor. A WSI with tumor also has normal tissue, meaning that the weak label of “tumor” is also being applied to all the normal tissue. What WS-MIL aims to do is to learn to suppress that noisy, label-irrelevant information while bolstering relevant (i.e., discriminative) ROIs. However, to learn the true signal of a tumor, many examples (large datasets) are needed. Unfortunately, this reliance on larger datasets ultimately limits the generalizability of studies utilizing smaller datasets [4]. Yet, some studies have successfully applied WS-MIL to H&E WSIs using relatively small datasets. For example, Lu et al. report that their method is data-efficient (i.e., not requiring many slides) [18] and therefore does not require as many slides as previous studies [4]. Likewise, some researchers focus specifically on developing WS-MIL methods that do not require many WSIs during training [88].

**Domain adaptability**

Unlike molecular assays such as gene expression panels and spatial transcriptomics which are agnostic to different diseases and organ types, WS-MIL driven histopathology methods are limited to the disease and tissue type that they were developed on. Most models only examine one disease, tissue type, and outcome combination [4, 65, 82]. Perhaps the best example of this limitation comes from Kather et al. Their incredibly large-scale study examining 14 cancers and predicting the mutation status of 95 genes, 20 gene signatures, and 17 standard-of-care variables from H&E WSIs trained a separate model for each combination cancer/tissue type/outcome combination, resulting in 1848 distinct WS-MIL models [68]. Such a paradigm would be infeasible in a practical clinical setting. A WS-MIL model cannot be trained for every scenario. Some hope may be offered by the fact that low-level features (i.e., edges, points, blobs, textures) are generalizable across domains in natural images and so the same is probably true for histopathology [90]. This is exemplified by one study in particular by Lu et al. [19] in which they trained *one model* to predict the site-of-origin for cancers of unknown primary across 18 origins of cancer. Another path forward to avoid granularity among WS-MIL models is something known as open-set learning [124]. In this paradigm, WS-MIL models can predict “I don’t know.” This would be especially important for corner cases that WS-MIL models may never see during development but may nonetheless appear during deployment. Such cases could be deferred to experts.

**Homogeneity of data**

Generalizability refers to how well a model performs on out-of-distribution data (i.e., from a different institution, digitization protocol, hardware, etc.). The overwhelming majority of WS-MIL methods applied to H&E WSIs are validated using data generated from the same institution, scanner, and so on. Even large-scale studies such as that by Butlen et al. with 5759 H&E WSIs [15] or Chuang et al. with 3182 H&E WSIs [75] tested their methods on an internal dataset. Furthermore, several studies continually train and validate novel methods to TCGA [18, 43, 46, 47, 50, 54, 96, 98, 99] with no external validation knowing full well that TCGA may not fully represent the diversity and heterogeneity of tissues that pathologists inspect [98]. Finally, some studies train and validate exclusively on frozen sections, which tends to lead to better performance than formalin-fixed, paraffin-embedded (FFPE) despite the fact that frozen sections only constitute a small fraction of diagnostic WSIs [68]. This is in stark contrast to the gold standard of model validation that applies models to external FFPE WSIs (i.e., a different institution, scanner, etc.). Par the course, some studies make it a point to gather data from multiple institutions, such as Lu et al. [19] which collected WSIs from 223 institutions. As mentioned before, several studies externally validate their methods only with publicly available datasets [4, 18, 40]. Ideally, all studies should adopt this external validation paradigm, but as discussed before (see data availability), this comes with its own issues.

**Sampling issues**

The robustness with which WS-MIL learns the structure and variation of tissues and their diseased pathologies is inversely proportional to the amount of that healthy or diseased tissue there is within the dataset. The same can be said generally of WS-MIL – the less it sees, the less it understands. In the context of oncology, this can manifest in several manners. For example (and as discussed before), corner cases. Corner cases represent the bane of WS-MIL’s existence. They are anything so rare that any given dataset (or patient cohort in the context of oncology) fails to represent it adequately or at all. Therefore, WS-MIL methods do not learn how to identify said corner cases. For histopathology in particular, it is especially difficult to capture the immense diversity and heterogeneity present in histology for rare diagnoses [18]. This goes even beyond the disease-level for histopathology. Indeed, the same “corner case” problem can be analogized to rarity in terms of the magnitude of tissue representation. Case in point are metastases, specifically micrometastases. They physically represent an extremely small (i.e., rare) portion of a WSI. Therefore, it is difficult for WS-MIL methods to learn what micrometastases look like especially using WS-MIL, and therefore accurately detect them [18]. These problems are compounded by the redundancy in WSIs (i.e., repetitive tissue structures) and noise (i.e., tissue structures unrelated to the weak label), although some studies acknowledge and try to resolve these problems [46, 66], one in particular with remarkable successes [51].

**Commercialization and clinical potential**

Ultimately, the shortcomings discussed here, especially explainability and interpretability, limit the viability of WS-MIL driven histopathology in oncology. Pathologists and likewise oncologists need to know why the WS-MIL systems they may use make the decisions they do *and* when said systems are uncertain. Explainability and interpretability are key aspects of this process of trust. It is no wonder then why WS-MIL has been so immensely popular for WS-MIL driven histopathology given its inherent interpretability (via visualization). Every study cited here identifies their models’ interpretability as one of its defining features. For relatively simple tasks such as tumor detection, it is clear that WS-MIL models attend to tumor ROIs. That is why the only commercial product that utilizes WS-MIL for H&E WSI (based on [4]) and has been FDA-approved for clinical use performs tumor detection. Eventually, given the ease with which they are explainable and interpretable, more WS-MIL methods will be commercialized, such as those for tumor subtyping or metastasis detection. However, the clinical potential for automated metastasis detection as well as the prediction of molecular markers remains to be seen. Validation of these methods may require massive investment for commercialization and clinical use. For genetic markers, validation methods are still unavailable, thus, commercialization and clinical potential are probably unlikely in the near future.

**SUMMARY**

WS-MIL enhanced histopathology presents unprecedented opportunities to benefit oncology through WS-MIL methods that require only patient-level clinical data (i.e., weak labels) and respective H&E slides. To support this area of research, we have presented a summary of various applications of WS-MIL methods to H&E WSIs with no annotations. We divided these methods first based on their degree of verifiability and then by commonly recurring application areas.

First, we discussed methods to predict morphological markers of disease such as tumor presence or absence, metastases, subtypes, and grades. These methods were entirely interpretable and verifiable given that model-identified ROIs could be overlapped with pathologist-annotated ROIs. Second, we discussed methods to predict molecular markers of disease such as gene expression and molecular subtyping which cannot be verified with pathologist ROIs but could be visualized and then validated (albeit with moderate difficulty) based on overlap with adjacent IHC, immunofluorescence, or digital spatial profiling. Third, we discussed methods to predict genetic markers of disease such as mutations, mutational burden, MSI, CIN, and HRD. Unlike the previous applications, these models cannot be validated with current technologies and would require that specific genetic alterations can be spatially resolved to confirm if model-attended regions truly correspond to tumor cells with said alterations. Fourth, we discussed direct prediction of survival and how (similar to genetic markers) there are histopathological features that correlate but nonetheless cannot be tied directly to specific survival times and are thus unverifiable.

Finally, we discussed the opportunities and challenges for WS-MIL applied to H&E WSIs. Opportunities included reducing the cost of research through a one-label-per-slide paradigm and through reducing annotation burden; reducing the cost of clinical care through virtualization of specialized assays; reducing the workload of clinicians through triaging, offering second opinions, and automatic processing of repetitive and time-consuming tasks; personalizing medicine by leveraging multi-modal data beyond the capabilities of any one clinician or team; and unlocking the full potential of histopathology through discovery of new imaging-based biomarkers for disease diagnosis, stratification, prognosis, and treatment. Current challenges included the limitations of explainability and interpretability, especially in the case of micrometastases; the cost and technical limitations of validating molecular marker-driven AI methods; issues with reproducing past methods’ results on the same datasets; making large internal datasets available for peer-driven replication; specialized computational limits posed in resource-limited environments as well as unmatchable computational resources prohibiting replication; the data requirements imposed by WS-MIL; the lack of adaptability of models trained on specific diseases and outcomes; the apparent lack of external validation; patient-level and tissue-level corner cases and imbalances; and finally limitations imposed on commercialization and clinical potential based on these current challenges. Ultimately, the relative ease and minimum upfront cost with which relevant data can be collected in addition to the plethora of available WS-MIL methods for H&E WSI outcome-driven analysis will surmount these current limitations and achieve the innumerable opportunities associated with AI-driven histopathology for the benefit of oncology.

**Search strategies and selection criteria**

We used Google Scholar and PubMed to find relevant manuscripts. We restricted our search to papers published in English between Jan 1, 2018 and July 15, 2023. We used the following terms in different combinations: “weak”, “weak labels”, “weak supervision”, “weakly supervised”, “slide-level”, “slide-level labels”, “whole slide”, “whole slide image”, “whole slide imaging”, “WSI”, “multiple instance learning”, “MIL”, “histopathology”, “deep learning”, “machine learning”, “artificial intelligence”, “AI”, “digital pathology”, “computational pathology”, “subtyping”, “grading”, “gene expression”, “RNAseq”, “molecular subtyping”, “genetic markers”, “microsatellite stability”, “MSI”, “mutational burden”, “chromosomal instability”, “CIN”, “HRD”, “survival”, “survival prediction”, “imaging biomarkers”. We included studies that utilized no pixel-level labels or pre-trained histopathology models (that were trained with pixel labels) and tried to predict slide-level labels. Studies that utilized pixel-level labels for verification were allowed. Finally, we used the “Cited by” function on Google Scholar to find additional studies suiting our criteria.
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